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Abstract: Recently, vibration-based statistical pattern recognition (SPR) has
received significant attention in the field of structural health monitoring (SHM).
There has been remarkable progress in the development of data acquisition
systems and statistical damage detection algorithms. However, many of them have
not been validated or calibrated by experimental data. This paper presents and
analyzes a recent shake table experiment of two three-story steel frame structures.
In this experiment, the structural damage was introduced in a systematic and
controlled way and the structures were tested with different levels of earthquakes.
Three types of analyses were conducted. First, SnowFort, a wireless sensor system
designed for infrastructure monitoring, was deployed and vibration measurements
obtained from the system were compared to conventional wired sensors. It is
shown that the wireless sensors used within the SnowFort system achieve the
same accuracy as the wired sensors. Second, the Rotation Algorithm is applied to
the obtained data to estimate residual displacements in the structures. Excellent
agreement is found between the estimates and the residual displacements obtained
from direct measurements using the linear variable differential transducers. And
third, a Continuous Wavelet Transform-based damage detection algorithm is
applied to the experimental data. The results show that the distributions of wavelet
model parameters are sensitive to the state of damage and loading conditions and
thus can be used for damage diagnosis.
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1 Introduction

Recent global seismic disasters, such as those in Chile, China, Japan, and Nepal, have
caused significant damages in or near urban areas. Some structural damage caused by an
earthquake can be immediately observed, such as collapse or partial collapse. However,
many types of damage are hidden within a structure, such as those encased in concrete [1]
or are behind sheet rock. These types of damage, which are difficult, expensive in in some
cases impossible to investigate visually, can still pose a risk to the overall health of the
structure and to its occupants.

During the past several decades, Structural Health Monitoring (SHM) systems have
been shown to provide quick evaluation of structural damage after earthquakes and other
extreme events. Ideally, a SHM system should detect and locate damage and should assess
its severity. Statistical pattern recognition (SPR) methods are receiving significant attention,
especially in the context of vibration analysis of structures. The statistical pattern recognition
paradigm for SHM can be summarized in four steps [2, 3, 4]: 1) operational evaluation;
2) data acquisition; 3) feature selection and information condensation; and 4) statistical
model development for feature discrimination. Recently, several emerging data acquisition
systems and damage diagnosis methods are proposed. For example, with the development of
sensing technology, wireless sensor networks have shown promise to be deployed in large-
scale for health monitoring [5, 6, 7, 8]. The wireless sensors overcome several disadvantage
of wired and analog sensors, such as difficult to install, high cost of maintenance, and
limited mobility. For structural damage detection, there have been significant efforts in
the applications of various SPR methods [9, 10, 11, 12, 13, 14]. Several comprehensive
surveys are given by [15, 4]. In SPR, damage is detected through changes or outliers in
statistical features rather than changes of the structural properties. These statistical features
are directly extracted from the acquired data. As a result, SPR-based damage detectors do
not require any knowledge about the structural properties. This allows us to perform the
analysis at the sensor locations as well as to combine features from multiple locations for
a more comprehensive structural health assessment.

Although there have been numerous research studies on the application of wireless
sensor networks in SHM and statistical damage detection algorithms, unfortunately, many of
them have not been validated and calibrated by laboratory experiments whereby damage is
introduced in a systematic and controlled way. In this paper, we introduce a recent shake table
test conducted at the National Center for Research on Earthquake Engineering (NCREE) in
Taipei, Taiwan. This experiment has three objectives: (1) validate the system performance
and accuracy of SnowFort, a new open source wireless infrastructural monitoring system
[16]; (2) evaluate a residual displacement estimation algorithm referred to as the Rotation
Algorithm [17]; (3) test an acceleration-based structural damage detection algorithm based
on the Continuous Wavelet Transform [18] via experimental data. To satisfy these objectives,
two identical structures were constructed and were tested with different levels of ground
motions introducing gradually increasing damage. In addition, different types of wireless
and wired sensors, including three dimensional accelerometers and gyroscopes, strain
gauges and linear variable differential transducers, were installed to collect measurements,
which were used to validate the wireless monitoring system and the damage detection
algorithms. It should be noted that accelerometers and gyroscopes were used with the
wireless system, while the conventional wired system collected data from accelerometers,
strain gauges and linear variable differential transducers.
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Figure 1: Two structures and sensor locations used at the NCREE experiment. The weakened
column is in red.

In the this paper we will first describe the experiment with details on the specimens and
the sensors. Then the performances of SnowFort will be analyzed on packet drop rate, power
consumption, and the measurement accuracy. Next, we evaluate the Rotation Algorithm
to estimate residual displacement. Furthermore, the Continuous Wavelet Transform-based
algorithm will be demonstrated to be sensitive to the physically identified and observed
damage states thus demonstrating that statistics of wavelet coefficients can be used to detect
structural damages. The conclusions from the study will be presented at last.

2 Experiment Design and Data Acquisition Systems

2.1 Description of Experiment

This experiment was designed and performed at NCREE. Two identical three story single
bay steel frames were constructed specifically for this experiment. Both structures have
an inter story height of 1.1m. The floor dimensions at every story are 1.1m × 1.5m. The
columns have rectangular cross-sections with a dimension of 0.15m× 0.025m× 1.06m. As
indicated in Fig. 1, for Specimen 2, the NW column is replaced with a weakened column,
which has a thickness of 0.015m. Thus, Specimen 1 is a symmetric structure while Specimen
2 is non-symmetric. Fig. 2 shows these two structures in the experimental facility.

These two structures were placed side by side on the same shake table. The record of the
1999 Chi-Chi earthquake Station TCU 071 was used as the base excitation of the experiment.
The excitation was applied in the x-direction with amplitudes progressively increasing from
100 to 1450 gals. Fig. 3 shows an example of the earthquake signal with a peak of 1000 gals.
White noise excitations with 50 gals peak amplitude were applied between strong motion
runs. Total 25 runs were conducted during the experiment. The earthquake amplitudes are
summarized in Table. 1 and correspond to the peaks of the vibrations to which the shake
table was subjected. For the first 10 runs, a 500 kg mass block was placed on every story
of both specimens to simulate the weight of a real structure. For Run 11 and Run 12, an
additional 500 kg mass block was added on the roof of each specimen.
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Figure 2: Photo of two structures (in green) on the shake table. The front one is Specimen
1 and the back one is Specimen 2.

Table 1 Summary of Ground Motions

Run Number Desired Amplitude Achieved Amplitude
(gal) (gal)

1 100 95
2 250 269
3 400 400
4 550 572
5 700 674
6 850 858
7 1000 994
8 1150 1190
9 1300 1329
10 1450 1329
11 850 850
12 1000 1000
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Figure 3: Earthquake signal of 1999 Chi-Chi earthquake. The signal was collected at Station
TCU 071 and was scaled to have a peak of 1000 gal.

2.2 Data Acquisition Systems

In this experiment, both wired and wireless sensors were installed for data acquisition.
The summary of sensors is given in Table 2. All the analog sensors were connected with
a common Analog-to-Digital Converter (ADC) with a sampling frequency of 200Hz. The
cut-off frequency of the anti-aliasing filter was 50Hz. Each wireless sensing device was
assembled with a Telosb mote [19, 20] and a 16-bit digital sensor, including a three-axis
accelerometer and a three-axis gyroscope [21], as shown in Fig. 4. These motes were
operating within the SnowFort system, an open source wireless sensor system designed for
infrastructure monitoring [16, 22]. The motes and sensors were powered by two standard
AA batteries. The data were collected at 51.2Hz sampling frequency and filtered with
a 20Hz anti-aliasing filter. The sampling frequency is fractional because the on-board
microprocessor used 1024 ticks to represent one second and we set the mote to sample
every 20 ticks. For the first 9 runs, the wireless accelerometers had a measurement range
of ±2g. The sensitivity was 16384 least significant bits (LSB) per g. The gyroscopes had a
range of ±250 degrees per second (◦/sec) with a sensitivity of 131 LSB per ◦/sec. For the
last three runs, the ranges of both accelerometer and gyroscope were increased. The range
of the accelerometer was increased to ±8g with a sensitivity of 4096 LSB/g. The range of
gyroscope was ±1000◦/sec with a sensitivity of 32.8 LSB per ◦/sec. According to [21],
the accelerator has an average noise level of 1.265 mg and the gyroscope has an average
noise level of 0.016◦/sec.

The sensor installation locations are shown in Fig. 1. The wired accelerometers and
linear variable differential transducers (LVDTs) were installed on each floor. For Specimen
1, accelerometers and LVDTs only measured the vibration along x-axis, which was also
the shaking direction. For Specimen 2, since one column was replaced with a weakened
one, the vibrations along both x-axis and y-axis were recorded. The wireless sensors were
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Figure 4: The green device (upper) is the Telosb mote with TI MSP430 microprocessor
and CC2420 Zigbee transceiver. The blue device (lower) is the MPU 6050 digital sensor
with one three-axis accelerometer and one three-axis gyroscope.

Table 2 Summary of Sensors

Sensor Name Sensor Type Model Total
1-D

accelerometer analog & wired Setra 141B 18
MTS

LVDT analog & wired Temposonics G 19
Strain gauge analog & wired Tokyo

Sokki Kenkyuj 27
Thin film analog & wired – 12

Optical sensor optical & wired Optotrak Certus 28
3-D

accelerometer
& gyroscope digital & wireless MPU6050 21



Application of Vibration-based Damage Detection Algorithms 7

placed on the floors and the columns, as shown in Fig. 1. The sensors on the columns were
about 0.28m and 0.83m above each floor level in order to avoid potential region of column
hinge formation. The wireless sensors, which were installed on the floors, were located at
the midpoints of opposite edges of each floor. Since all wireless sensors were three-axis,
the vibrations along all directions were collected.

Figure 5: State machine of SnowFort TDMA protocol [16].

In this experiment, each wireless sensing unit was equipped with a Zigbee radio and sent
sampled data to a base station, which was a Raspberry Pi [23], a single-board Linux computer
with Wi-Fi connection. The sensing units implemented a customized Time Division Multiple
Access (TDMA) protocol as the medium access control (MAC) layer. In this TDMA
protocol, each sensing unit was assigned a unique transmission window and transmitted
sampled data to the base station periodically. When the mote was not permitted to transmit,
it turned off its radio for power saving. A summary of the SnowFort TDMA protocol is
shown in Fig. 5. Compared with other well-known MAC protocols, such as Carrier Sense
Multiple Access (CSMA), which is used in several Wi-Fi standards, TDMA is simple,
collision free, and power efficient. In this test, each mote was assigned a 31.25 ms time slot.
To synchronize the motes, all motes used the beacon message received from the base station
to adjust their local clocks. Four base stations were deployed to ensure the high quality of
signal reception and were placed at different locations in the experiment facility. Each mote
was assigned to communicate with only one base station. To avoid the collision among
the motes associated with different base stations, we assigned a unique frequency channel
within 2.4GHz public band to each base station and the associated motes. This technique
is also known as Frequency Division Multiple Access (FDMA). The base stations were
synchronized by the network time protocol (NTP).
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2.3 SnowFort System Evaluation

In this section, we will evaluate the performance of SnowFort system from three aspects:
network reliability, quality of sensor measurements, and power consumption.

2.3.1 Network Reliability

For evaluating the reliability of SnowFort, we analyze the Packet Drop Rate (PDR), which
is defined as follows:

PDR =

(
1− Number of packet received

Number of packet expected

)
× 100%. (1)
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Figure 6: The histogram of PDR of all testings and motes.

The PDRs of each experiment and each sensor are summarized in Fig. 6. The overall
PDR is 5.746%. This result is better than the performance of the system presented in [24],
which needs to retransmit more than 9.5% of total packets. As described in the previous
section, SnowFort uses TDMA protocol, which is a single-hop scheme. In [24], the single-
hop communication scheme has similar performance as SnowFort but the multiple-hop
protocol is worse. This shows the reliability of the TDMA protocol.

Fig. 7 shows the box plots of PDR of each mote. Besides Mote 12, all the motes have
an average PDR below 5%. Mote 12, which was installed on the roof of Specimen 2, had
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Figure 7: The box plot of PDR of motes.

the largest PDR because the communication channels were blocked by a material mass
block in the experiment. In [25], the deployed system has an average PDR of 1.25%. In our
experiment, more than half of the motes have equivalent or better performance. In [25], the
average received signal strength indicator (RSSI) value of the packets received at the base
station is -48.3 dBm, which is higher than many of our motes. The average RSSI value of
our motes is about -75 dBm in this experiment. With a more powerful antenna or the enable
of retransmission, SnowFort can achieve an equivalent or better performance.

2.3.2 Quality of Sensor Measurements

Fig. 8 and Fig. 9 show the measurements of wired and wireless accelerometers in Run 4.
The sensors and runs are chosen randomly. We can observe that both sensors have identical
measurements. To numerically compare the difference, we compute the root mean squared
error (RMSE). The measurements collected by wired accelerometers are downsampled to
the sampling frequency of 51.2Hz, which is as same as the sampling frequency of the
wireless sensors. Then, we compute the RMSE between the samples of wired and wireless
sensors. The RMSE between the wireless and wired measurements is 0.002g.
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Figure 8: Measurements of wired and wireless accelerometers in Run 4.
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Figure 9: Close up comparison of wired and wireless accelerometers.
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2.3.3 Power Consumption

In this test, all motes were powered by standard AA batteries. With the integration of both
gyroscope and accelerometer, the estimated lifetime of one mote is about 28 days [16].
During the 4-days testing, all motes were operating 24 hours. The base stations were only
turned on during daytime. During the non-experiment time, the base stations were off and
the TDMA protocol turned the radios into the Sleep Mode. Meanwhile, the digital sensors
were still functioning. Over the 4-days testing, only three out of 21 sensors had a battery
replacement because the voltages of these batteries drifted below the operational voltage of
mote.

In summary, we have validated that the recently developed wireless sensor network
system, SnowFort, is robust and power efficient for vibration-based structural health
monitoring. In addition, the RMSE results show that the wireless sensors have the same
accuracy as the analog sensors. Compared with the wired sensors, the wireless sensors have
many advantages, such as small size, low power consumption, and the ease of installation
and maintenance. This proof-of-concept experiment results will allow us to use wireless
sensing units alone for SHM in the future.

3 Estimation of Residual Displacement Using Rotation Algorithm

The residual displacement of the structure after an earthquake is a simple yet reliable indictor
of potential damage. Direct displacement measurements in the laboratory can be performed
with LVDT. On a real structure, displacement measurements are typically obtained by
laser interferometers. During an earthquake, it is impossible to obtain direct displacement
measurements with laser interferometer, because the sensor will displace at a different
rate than the structure. Another approach to estimating floor displacement on a structure
subjected to earthquake motion is to double integrate acceleration measurements. This
approach leads to a very large error in displacement estimates. In [26], the authors proposed
an algorithm that utilizes Micro-Electro-Mechanical System (MEMS) accelerometers to
estimate the residual displacement of bridge columns.

The proposed algorithm is developed on the premise that ambient vibrations are
measured before and immediately after an earthquake. These measurements are then used
to compute the rotation of the column at the location of the sensor. It is assumed that the
plastic rotation in a bridge column is concentrated at a plastic hinge location at the base
of the column and the rest remains elastic. The residual displacement of the column is
estimated by calculating the length of the plastic hinge region based on [27] and assuming
that all of the rotations are concentrated at mid-height of the hinge.

Some recent studies, such as [28], have shown that the estimator in [27] may
underestimate the true plastic hinge length, which leads to the overestimate of the residual
displacement obtained from the algorithm in [26]. For this reason, in [17], the authors extend
the rotation algorithm to use the recordings of multiple sensors. Multiple sensors along the
height of the structure are selected and the rotations at the sensor locations are computed
before and immediately after an earthquake based on the ambient vibration measurements.
Let ax and az denote the acceleration measurements along the shaking direction and along
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the gravity direction respectively. If the structure is symmetric, the rotation θ is estimated
as follows:

θ̂ = arctan

(
aafter
x

aafter
z

)
− arctan

(
abefore
x

abefore
z

)
, (2)

where abefore
x refers to the acceleration before earthquake and aafter

x refers to the acceleration
after earthquake. The measurement noise of acceleration affects the estimation accuracy of
θ̂. To minimize the impact of measurement noise, we use the average of samples before and
after earthquakes to estimate θ̂ in Equation (2), e.g., abefore

x = (
∑N

n=1 a
before
x [n])/N .

After estimating θ̂, the rotations estimated at each sensor location are fitted with a
polynomial function. For example, if the rotation estimates are fitted with a forth order
polynomial function, we have

θ̂ = β1H
4 + β2H

3 + β3H
2 + β4H + β5, (3)

where H denotes the height of the sensor above ground. Although many sensors have
equipped both accelerometers and gyroscopes, we cannot directly use gyroscopes to
estimate the permanent rotations because gyroscopes measure the angular velocity and have
nearly zero readings during steady state or ambient vibration.

After that, the fitted polynomial function is integrated with respect to the structural
height to provide a function that estimates the residual displacement D, as shown below:

D̂ =

∫
(β̂1H

4 + β̂2H
3 + β̂3H

2 + β̂4H + β̂5)dH

=
β̂1

5
H5 +

β̂2

4
H4 +

β̂3

3
H3 +

β̂4

2
H2 + β̂5H. (4)

Since the structure base is assumed to be fixed, we assume that there is no displacement at
the base. Hence, the intercept term is zero and is ignored in (4).

When the structure is non-symmetric, e.g. Specimen 2, torsion and out-of-plane
movement are expected. Therefore, we need to deploy the acceleration signals collected in
all three directions. Let ay denote the acceleration measurements that are perpendicular to
both shaking direction and gravity direction. Then, we can compute the rotations of x-axis
θx and y-axis θy as follows:

θ̂x = arctan

 aafter
x√

(aafter
y )2 + (aafter

z )2


− arctan

 abefore
x√

(abefore
y )2 + (abefore

z )2

 , (5)

θ̂y = arctan

(
aafter
y√

(aafter
x )2 + (aafter

z )2

)

− arctan

(
abefore
y√

(abefore
x )2 + (abefore

z )2

)
. (6)
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Then, we can apply Equations (3) and (4) to estimate the residual displacements of x-axis
and y-axis respectively.

The calculation of the rotation measurements can be embedded on the microprocessor
of sensing units, thus requiring the transmission of only the final rotation values. While the
estimation of displacements requires the rotations from all sensors, the calculations involved
can also be embedded on the microprocessor of the base station, which can then report the
estimated displacements directly to the end user. The residual displacements can then be
correlated to the degree of damage depending on the material, type of structural framing and
height of the structure. Thus, the Rotation Algorithm provides a computationally efficient
method to obtain reliable information on the residual displacements of a structure almost
immediately after an extreme loading event.

3.1 Experimental Results

In order to estimate the displacements, the measurements collected by the wireless sensors
installed on the columns are selected. As we have discussed previously, the story height is
H = 1.1m. All sensors in the same specimen are utilized and a fourth order polynomial
is used to estimate the residual displacements D̂. The rotations at the sensor locations are
calculated using 500 points (approximately 10seconds) of ambient vibration before and
after each ground motion. For Specimen 1, which is expected to deform in one plane, the
two-dimensional version of the algorithm is applied, which is presented by Equation (2).

Fig. 10 shows a comparison between the estimated displacements and direct
displacement measurements obtained through LVDTs. The baseline is the displacement
at the beginning of each run and the residual displacements are computed at the end of
each run. Equation (3) is fitted using the least square method, which minimizes the squared
errors. For the full specimen, the mean squared error (MSE) is 0.004. It should be noted that
the rotations were measured and computed at the locations of the wireless sensors (two per
story). But the displacements reported in Fig. 10, which are estimated by using Equation
(4), are at the floor heights, where LVDTs were installed. This highlights the capability
of the Rotation Algorithm to estimate the displacement at any point along the height of a
structure as well as the accuracy of the wireless sensors. From the figure, we can observe
that the maximum gap between the estimate and true displacement is less than 1 mm.

In the case of Specimen 2, where torsion and out-of-plane movement are expected, the
three-dimensional version of the algorithm is applied, as shown in (5) and (6). The estimated
and measured displacements for the shaking direction are shown in Fig. 11. Run 7 is missing
due to an unexpected power outage of the wireless base station during the test. Similar to
Specimen 1, the estimates of residual displacements are accurate and very close to the true
measurements. In Fig. 11, we also plot the displacement estimates by using the 2-D rotation
algorithm. We can observe that the estimates of two- and three- dimensional algorithms are
nearly identical. The reason is that the residual displacement in the out of plane direction
(y-axis) is very small (maximum residual drift < 0.1%).

In summary, we demonstrate that the recently proposed Rotation Algorithm is accurate
and robust for residual displacement estimation. The estimated displacements are close the
LVDT measurements. This shows the reliability of Rotation Algorithm and enables to use
wireless sensors for stand-alone rotation and displacement estimation.
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Figure 10: Estimated and measured residual displacements for Specimen 1 in the shaking
direction (X-axis).
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Figure 11: Estimated and measured residual displacements for Specimen 2 in the shaking
direction (X-axis).
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4 Wavelet-based Damage Detection Algorithm

Wavelet-based damage detection algorithms have been widely used in SHM, especially
under the Statistical Pattern Recognition paradigm [29, 30, 31]. In a recent paper [18],
the authors propose a Continuous Wavelet Transform (CWT)-based damage detection
algorithm. In this algorithm, the wavelet coefficients at each time sample is modeled as a
Gaussian Process. A damage is declared when the model parameters do not have the same
statistics as the undamaged model parameters.

Let a(u) denote the acceleration response collected at time u. The Continuous Wavelet
Transform of a(u), Wa(t, s), is defined as

Wa (t, s) =

∞∫
−∞

a (u)
1√
s
ψ∗
(
u− t
s

)
du, (7)

where t denotes the shift (a measure of time), s denotes the wavelet scale (a measure of
frequency), the functionψ denotes the wavelet function, and the operator (.)∗ is the complex
conjugate. At shift t, the wavelet coefficient ys(t), which is also referred as the wavelet
“slice” at time t, is

ys(t) = Wa(t, s)

, atΨt(bts+ ct) + ∆y(s), (8)

where at denotes the amplitude parameter, bt denotes the stretch parameter, and ct denotes
the shift parameter. These parameters represent the effect of input motion on the system’s
response, such as amplitude and frequency content. ∆y(s) is an error term that captures
the information not explained by the first term. The function Ψt(s) is a realization of the
fundamental shape of the wavelet slices at time t, i.e.

Ψt(s) = Ψ̄(s) + εt(s), (9)

where Ψ̄(s) is the fundamental shape of the wavelet slices and only depends on the structural
damage state and εt(s) is the residual term. Therefore, to declare whether a damage occurs
or not, by assuming that Ψ̄(s) is a random process and represents the wavelet shape of the
undamaged state, we can do the following hypothesis testing:

H0 : Ψt(s) = Ψ̄(s) + εt(s) (Undamaged)
H1 : Ψt(s) 6= Ψ̄(s) + εt(s) (Damaged)

Typically, Ψ̄(s) is unobservable. Since a wavelet slice is defined by three model
parameters, amplitude at, stretch bt, and shift ct, the change of the model parameters lead to
the change in the wavelet shape. Thus, alternatively, we can test if these model parameters
follow the same distributions as the parameters of the undamaged wavelet slice. For example,
for the amplitude parameter at, the hypothesis testing becomes:

H0 : at = a0 (Undamaged)
H1 : at 6= a0 (Damaged)
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where a0 is the amplitude parameter of the undamaged wavelet slice.
To obtain the model parameters of undamaged wavelet slices, we need to select a

reference slice. In this paper, the reference slice is selected manually so that it is relatively
smooth and its general shape represents the major shape of the rest of the slices. A detailed
study on how to select the reference slide is presented in [32]. By combining (8) and (9),
the reference slice y0(s) can be written as

y0(s) = a0Ψt(b0s+ c0) + ∆y(s)

= a0Ψ̄(b0s+ c0) + a0εt(b0s+ c0) + ∆y(s).

Now, for each newly available wavelet slice yt(s), we obtain:

y0(s) =
a0

at
yt

(
b0
bt
s+

c0 − ct
bt

)
−a0εt(b0s+ c0)− a0

at
∆y

(
b0
bt
s+

c0 − ct
bt

)
+a0ε0(b0s+ c0) + ∆y(s). (10)

Defining the following:

ãt =
a0

at
(11a)

b̃t =
b0
bt

(11b)

c̃t =
c0 − ct
bt

(11c)

ε̃t (s) = a0ε0 (b0s+ c0)− a0εt (b0s+ c0) (11d)

∆̃y (s) = ∆y (s)− ãt∆y
(
b̃ts+ c̃t

)
, (11e)

(10) becomes:

y0(s) = ãtyt

(
b̃ts+ c̃t

)
+ ε̃t (s) + ∆̃y (s) (12)

= y′t(s) + ε̃t (s) + ∆̃y (s) . (13)

The transformed model parameters ãt, b̃t, and c̃t can be directly estimated from the
reference slice y0(s) and the observed slice yt(s). The details of parameter estimation will
be discussed in Section “Estimation of Model Parameters”. The bias term ∆̃y (s) can be
estimated by:

∆̂y (s) =

N∑
t=1

y0 (s)− y′t (s) , (14)

where N is the number of observation. An estimate for the transformed noise terms, ε̃t (s),
can be obtained as:

ε̂t (s) = y0 (s)− y′t (s)− ∆̂y (s) . (15)
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Although the function Ψ̄ (s) cannot be observed or extracted from the observations, the
transformation presented in (12) maps all the wavelet slices to the same reference in term of
signal energy and bandwidth. The transformed error terms, as well as the estimated model
parameters, can be used to test whether the slices are indeed drawn from the undamaged
distribution. The case where not all slices are drawn from the undamaged distribution implies
that damage has occurred in the structure.

The measurement noise of a(u) may affect the accuracy of the damage detection. A
common way to model the measurement noise is the additive Gaussian noise. Hence, in the
frequency domain, the measurement noise uniformly affects all frequency bands. When the
signal to noise ratio (SNR) is high, the measurement noise has limited impact on the damage
detection. In Section 4.2, we use the wired sensor signals to conduct damage detection.
Usually, the wired sensors have low noise levels and high SNR.

4.1 Estimation of Model Parameters

As discussed in [33, 34], the model parameters can be estimated by using the maximum
likelihood estimation method. A key assumption is that the transformed error term, ε̃t(s),
follows an independently, with respect to the time, and identically distributed Gaussian
Processes. With this assumption, the log-likelihood function of model parameters is (16),
where M denotes the dimension of ε̃t, which is also the number of scales used to compute
the wavelet transform, and Σ is the covariance matrix of the residual. In (16), yt and y0 are
M -dimensional vectors and ãt, b̃t, and c̃t are scales. To solve (18), we present the following
iterative algorithm to estimate the model parameters and residuals numerically:

1. Initialize ∆̂y and Σε̃ to an uninformed prior. In the present analysis, ∆̂y = 0 and
Σ = I , where I is the M ×M identity matrix.

2. For t = 1 . . . N , calculate the parameters ât, b̂t, ĉt using maximum likelihood
estimation.

3. Calculate the transformed slices by (12).

4. Calculate the bias term by (14).

5. Calculate the error terms by (15).

6. Estimate the covariance matrix from the error terms.

7. Repeat Steps 2 through 6 until the bias term and covariance matrix converge.

This algorithm only needs to be applied to the reference signal where the structure is assumed
to be undamaged. Once the parameters are estimated, the covariance matrix Σ and the bias
term ∆̂y will refer to the undamaged state and be unchanged. When a new observation yt
is available, we only need to estimate the model parameters.

[
â, b̂, ĉ, ∆̂y, Σ̂

]
= argmax

ã,b̃,c̃,∆y,Σ

N∑
t=1

l(y0|yt; ãt, b̃t, c̃t,∆y,Σ)

= argmax
ã,b̃,c̃,∆y,Σ

N∑
t=1

log

(
(2π)−

M
2 |Σ|− 1

2 exp−1

2
ε̂Tt Σ−1ε̂t

)
(16)
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= argmax
ã,b̃,c̃,∆y,Σ

N∑
t=1

−M
2

log(2π)− 1

2
log(|Σ|)− 1

2
ε̂Tt Σ−1ε̂t (17)

= argmin
ã,b̃,c̃,∆y,Σ

N∑
t=1

log(|Σ|) + (y0 − ãtyt(b̃ts+ c̃t)−∆y)T Σ−1

×(y0 − ãtyt(b̃ts+ c̃t)−∆y) (18)

In (18), we need to compute the inverse of the covariance matrix. For high-dimensional
data, the direct computation of the inverse covariance matrix may produce numerically
unstable results. High dimensional inverse covariance matrix estimation has been well
studied in literature, such as [35, 36, 37, 38]. In the subsequent section, a Matern covariance
function [39] will be used and the fitting will be performed using the Gaussian Processes
for Machine Learning (GPML) toolbox [40].

4.2 Experimental Results
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Figure 12: Maximum strain at each floor of Specimen 1, normalized by the steel’s ultimate
strain.

The CWT-based algorithm is applied to the acceleration measurements obtained from
wired accelerometers. In order to evaluate the results of the damage detection algorithm, the
presence or absence of damage is determined through the data obtained from strain gauges
installed on the columns of both structures. Fig. 12 and Fig. 13 show the maximum strain at
each floor for each ground motion of Specimen 1 and Specimen 2 respectively. The strains
reported have been normalized by the ultimate strain (εu) of the steel used to highlight the
fact that, while the structure did behave non-linearly, the overall level of damage sustained
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Figure 13: Maximum strain at each floor of Specimen 2, normalized by the steel’s ultimate
strain.

was very low. The dashed line is the threshold of damage. For both specimens, the first floors
start to have damage in Run 3. For the third floors, we do not expect to see any damage.
Compared with Run 10, the strains of Run 11 and Run 12 are reduced. This behavior is
caused by the fact that we change the total masses of both structures.

The transformed residual terms ε̂t(s) for each floor and selected runs are plotted in
Fig. 14 for Specimen 1 and in Fig. 15 for Specimen 2. At the first floor of Specimen 1, during
Run 6, the residual terms exhibit an extended interval of outliers, which can be observed as
blue regions between scales 10 and 20. Similarly, at the second and third floors, we can see
the blue outliers during Run 6. For the weakened specimen, the outliers can be observed
on the first floor. With the damage progresses, the area of blue grows up. Furthermore, for
both specimens, the residuals in Run 11 appear significantly different to the baseline. This
is due to the fact that there was an additional mass on the roof of both structures for Run
11 and 12. Clearly, a change in loading conditions is detected for these two runs.

Compared with Specimen 1, Specimen 2 exhibits more consistent behavior in the
undamaged state, e.g. Run 1 and Run 2, and more outlying intervals when damage occurs,
e.g. Run 6, Run 9 and Run 11. The residuals in the first floor for both specimens appear more
sensitive to damage. This observation is consistent with the plots in Fig. 12 and Fig. 13 ,
where the strains of the first floors have the significant change after damage occurs. However,
the first floors do not show consistent behavior while the structures remain undamaged.
Conversely, the top two floors are more consistent in the undamaged state and, while they
do exhibit intervals that can be interpreted as damage, appear less sensitive to damage
compared to the first floor.

In order to evaluate the distributions of the residual terms, a Kernel Density Estimate
(KDE) for the transformed residual terms at each scale is calculated and the results are
plotted as heat maps in Fig. 16 for Specimen 1 and Fig. 17 for Specimen 2. In these two
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(a) First Floor

(b) Second Floor

(c) Third Floor

Figure 14: Residual terms for Specimen 1 (full strength specimen) and six different
experimental runs. The red rectangular highlights the bands with changes before and after
damage.
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(a) First Floor

(b) Second Floor

(c) Third Floor

Figure 15: Residual terms for the weakened specimen (Specimen 2) and six different
experimental runs. The red rectangular highlights the bands with changes before and after
damage.
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(a) First Floor

(b) Second Floor

(c) Third Floor

Figure 16: KDE of the residual terms for Specimen 1 (full strength specimen) and six
different experimental runs. The red rectangular highlights the bands with changes before
and after damage.
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(a) First Floor

(b) Second Floor

(c) Third Floor

Figure 17: KDE of the residual terms for Specimen 2 (weakened specimen) and six different
experimental runs. The red rectangular highlights the bands with changes before and after
damage.
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figures, each row of pixels corresponds to the KDE for the residual terms at the scale
indicated on the y-axis.

As we have discussed previously, the residual terms should follow the same distribution
while the structure remains undamaged and that distribution changes with the progression
of damage. It can be observed that the residual distributions are more in agreement with
the true damage state since the distributions in the undamaged state (Runs 1 and 2) are
very similar to one another while the images change when damage occurs. In some cases, it
appears as though Run 3 (the first occurrence of damage) is closer to the undamaged state
but there are significant changes for Runs 6 and 9, where the extent of damage is greater.
Finally, it is interesting to point out that the biggest changes in the distribution images occur
in Run 11, indicating that the residual distributions are capable of identifying a change in
the dynamic properties of the structure such as the additional mass in Run 11.

Fig. 18 and Fig. 19 show KDEs of the stretch parameters for all experimental runs.
From these figures, we can observe that the distributions are much clearer than the residuals
in indicating the presence or absence of damage. For the undamaged runs, e.g. Run 1 and
Run 2, the parameter distributions are very similar. When a damage is presented, such as
Run 3-10, we can observe a significant change and a progressive deviation from the initial
distribution as the damage extent increases. As mentioned previously, in Run 11 and Run
12, an additional 500kg mass block was placed on the roof of each specimen. From these
two figures, a clear jump can be observed. This observation indicates that the parameter
distributions are sensitive to the loading conditions as well. Fig. 20 and Fig. 21 show KDEs
of the shift parameters for all experiment runs. They have the similar behaviors as the KDEs
of the stretch parameters. Therefore, the change in distribution is more easily observed in
the distributions of the stretch and shift parameters of the model.
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Figure 18: KDE of the stretch parameter of Specimen 1 for each experimental run.
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Figure 20: KDE of the shift parameter of Specimen 1 for each experimental run.



Application of Vibration-based Damage Detection Algorithms 29

S
h
if
t 
p
a
ra

m
e
te

r

First floor

2 4 6 8 10 12

−2

0

2

4

6

x 10
−4

S
h
if
t 
p
a
ra

m
e
te

r

Second floor

2 4 6 8 10 12

−2

0

2

4

6

x 10
−4

S
h
if
t 
p
a
ra

m
e
te

r

Third floor

Experimental run
2 4 6 8 10 12

−2

0

2

4

6

x 10
−4

Figure 21: KDE of the shift parameter of Specimen 2 for each experimental run.
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5 Conclusions and Future Works

This paper presents the analysis of data obtained from a recent shake table test on two
steel frame structures with multiple types of sensors installed. We analyzed and discussed
the performance and the accuracy of a new wireless monitoring system, SnowFort. It is
demonstrated that SnowFort is a reliable and power efficient system for structural health
monitoring. From the data collected, it is shown that the wireless accelerometers can achieve
the same accuracy as the wired system. The Rotation Algorithm is designed for quickly
measuring the permanent displacement before and after earthquakes. We have demonstrated
that the proposed algorithm can be rapidly implemented for real-world applications by
installing the wireless accelerometers on damaged structure. The experiment data are used
to evaluate the residual displacement based on the Rotation Algorithm. Excellent agreement
is found between the estimated residual displacements using the wireless accelerometer
measurements and those obtained from direct measurements using LVDTs. The gaps
between the estimated and measured residual displacements are the order of 1mm or
less. Therefore, it suggests that we can replace LVDTs with wireless accelerometers for
the measurements of residual displacement in the future experiments. The wavelet-based
damage detection algorithm models the wavelet coefficients as the Gaussian process and
provides a more reliable and accurate method to diagnose the structural damage status,
compared with other wavelet-based methods. While the wavelet-based damage detection
algorithm was initially demonstrated with numerically simulated data, applications of the
algorithm to the data obtained from this experiment further confirm the observation that
the algorithm is capable of detecting damage on structures subjected to severe vibrations.
The results presented in this paper provide further validation of two main algorithms that
were previously developed. Such confirmation is essential prior to field deployment of any
structural health monitoring system.

The proposed sensor network and damage detection methods can be further validated
in other types of applications. We have validated the SnowFort system in an indoor
experiment setup. In many applications, such as bridge health monitoring, the sensors are
usually installed in outdoor environment and may be exposed to high temperature, high
pressure, and other extreme environment. Therefore, it requires more tests on the reliability
and adaptability of the SnowFort system. The Rotation Algorithm has shown accurate
results on estimating the residual displacement. However, we still need to explore how
the sensor location and sensor network density impact the displacement estimation. Also,
for some large-scale structures, the displacement may be very small. How to detect small
displacement remains a research question. In addition, many research projects have focused
on estimating the dynamic displacement and rotation during the earthquake. Therefore,
another research direction is extending the proposed rotation algorithm to estimate the
dynamic displacement. In the experiment of the wavelet-based damage detection method,
we used the wired sensor data to detect structural damage. As we discussed in Section 2.2,
wireless sensor systems have many advantages over wired systems. Therefore, we need
to validate the wavelet-based algorithm using the wireless sensor data. Also, the current
method requires estimating the model parameters with high computational complexity, as
shown in Equation (18). Therefore, simplifying the computational complexity will make
the method more suitable for real-time applications. Furthermore, the current damage
detection is conducted via visual inspection. Recent approaches that using statistical pattern
recognition, such as [34, 41, 42], offer new opportunities to utilize the statistical properties
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to achieve better detection performance, such as shorter detection time and lower probability
of false alarm.

Dediation

This paper is dedicated to our dear friends Professor Lucia Faravelli and Professor Fabio
Casciati on the occasion of their retirement from a long and highly successful career. It has
been a true privilege for us to have known and worked with both of them for more than
thirty five years. Our interactions have been fruitful, enlightening and productive. I hope to
continue to work with them in their retirement for many years to come.
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